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Abstract

A Very Large Scale Robotic (VLSR) system may consist of from hundreds to perhaps tens of thousands or more autonomous robots. The costs of robots are going down, and the robots are getting more compact, more capable, and more flexible. Hence, in the near future, we expect to see many industrial and military applications of VLSR systems in tasks such as assembling, transporting, hazardous inspection, patrolling, guarding and attacking. In this paper, we propose a new approach for distributed autonomous control of VLSR systems. We define simple artificial force laws between pairs of robots or robot groups. The force laws are inverse-power force laws, incorporating both attraction and repulsion. The force laws can be distinct and to some degree they reflect the 'social relations' among robots. Therefore we call our method social potential fields. An individual robot's motion is controlled by the resultant artificial force imposed by other robots and other components of the system. The approach is distributed in that the force calculations and motion control can be done in an asynchronous and distributed manner. We also extend the social potential fields model to use spring laws as force laws. This paper presents the first and a preliminary study on applying potential fields to distributed autonomous multi-robot control. We describe the generic framework of our social potential fields method. We show with computer simulations that the method can yield interesting and useful behaviors among robots, and we give examples of possible industrial and military applications. We also identify theoretical problems for future studies.
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1. Introduction

1.1. Motivation: Very Large Scale Robotics (VLSR) systems

Much of the earlier work on robotic motion planning has considered the case of only a single or a few robots
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(see, e.g., the survey paper by Schwartz and Sharir [31], the book by Latombe [18], and the references therein). However, in the last decade, there has been a quickly growing literature on planning and cooperative control for systems of many robots. The main reason for this is probably the perceivable industrial and military applications of systems of many robots in the near future, as the costs of individual robots are going down, and as the robots are getting much more compact (utilizing the emerging miniaturized manufacturing capabilities, the robots are likely to be made

even at microscopic sizes for medical purposes), more capable, and more flexible, with sensing systems that will handle outside information faster and more accurately. Note that in the 1980s, electronic circuits went through a similar revolution in decreased physical size scale, cost and integration as the industry transitioned to VLSI.

We suggest the use of the term Very Large Scale Robotic (VLSR) systems for describing systems with hundreds to perhaps tens of thousands of autonomous robots. Possible industrial applications of VLSR systems include hazardous inspection, underwater or outer-space exploration, assembling, and transportation. Guarding, escorting, patrolling, and strategic and aggressive behaviors such as stalking an attacking are some examples of military applications.

In order to make effective use of the VLSR systems, we may wish the robots to exhibit some forms of cooperative behaviors. For example, we can use robots to clean, harvest or patrol a large area instead of human beings. The robots may need at times to cluster very tightly together, and at other times to scatter evenly in their working area so that the work can be partitioned evenly among them. Sometimes they need to spread out far away from their original position to explore, for example. In this paper, we propose a new distributed approach for the control of such VLSR systems.

1.2. Distributed control versus centralized control

A centralized-control paradigm assumes a single control which collects the information of the entire system (e.g., the states of all the robots), and then plans the motion for each individual robot. A centralized control may involve very high computational and communication complexity, may require very complicated plans, and lack of flexibility and robustness. (For complexity results, see [15,25]; for some works in the centralized approach, see [10,12,32].)

In a distributed-control paradigm, each robot determines its motion by observing the environment and by using some rules. This is done locally in the sense that a robot’s plan is not based on the whole information of the system, but only on information accessible to itself. It does not know the plans of other robots either. However, with properly designed rules, the system may display desired global behaviors, or achieve predefined goals.

The theme of distributed control has long existed in robotics and in AI. In different contexts, an individual in the studied systems is sometimes called a robot, sometimes an agent, and sometimes a particle. The rules are sometimes called social laws, and sometimes called basic behaviors.

Moses and Tennenholtz [22,23] investigated several basic principles and formal aspects of distributed control with social laws. Shoham and Tennenholtz [33] studied the complexity of automatically deriving useful social laws to achieve certain goals. Parker [24] studied the problem of balancing global knowledge and local knowledge in designing cooperative robotic systems. He regards the information derivable from a robot’s sensory and reflecting the environment near the robot as local knowledge, while global knowledge includes global goals, or information about the whole system that can only be obtained through communication channels other than sensory.

Interesting experimental results (mostly computer simulations) have been obtained in studies of using distributed control to achieve some specific goals. Sugihara and Suzuki [34] studied the problem of letting a group of robots form approximately geometric objects, such as circles and polygons. Their approach is to let the robots run an identical program asynchronously, where the program consists of instructions like “If \( d > D \), then move towards the farthest robot”, where \( d \) may be the distance between the robot and its farthest neighbor, and \( D \) is a fixed constant. Here a program can be considered as defining the rules. Mataric [20] uses the terminology behavior-based systems. In this system, each robot is programmed with a collection of simple behaviors such that the system will show some collective behaviors. For example, if each robot is programmed to compute the angle of the nearest two robots and to turn away from it, the system displays dispersion behavior. Gross and Denebourg [14] studied how to use a group of robots to harvest by distributed control. Brooks, Maes, Mataric, and More [6] proposed to use many small autonomous robots to do lunar base construction. In their experimental system, the robots work without explicit coordination or communication, but nevertheless cooperate to achieve tasks such as digging out trenches.

Beni and Hackwood [3] studied what is called the swarm intelligence. A swarm, which is a collection of units, can converge to a wide range of distributions,
while no unit of the swarm is aware of the distribution it is working to realize. The swarm distributions can be determined by solving asynchronously systems of linear equations describing a difference equation with periodic boundary conditions.

For more studies in distributed control using simple rules, see [2,4,35] and references therein.

The distributed-control framework has also been applied to other fields such as Artificial Life (see [8,14] for some examples) and Computer Graphics. Reynolds [27] has successfully synthesized birds' behaviors such as collision avoidance, velocity matching and flock centering. A bird of his has limited vision and thus can only access information of nearby birds. To avoid collision with other birds and obstacles, a bird uses a steer-to-avoid rule.

The distributed-control paradigm seems to have strong justifications from studies in sociobiology. The group patterns by which animals search for food, attack enemies, and protect their own territories are surprisingly sophisticated (see [38] of Wilson), yet these patterns are accomplished by a distributed rather than a centralized control. For example, in the study of grouping behavior, observed data in [5,21] and computer simulations in [36] suggest that an individual is controlled by the sum of an attraction force (to stay with the group) and a repulsion force (to keep its own territory) to display the grouping behavior.

1.3. Previous work in the potential field method

Artificial potential methods have been previously used for obstacle-avoidance path planning. Work in this area was pioneered by Khatib [17], whose idea was simple and elegant. Imagine that in the configuration space of a robot (where the robot is a point), we assign negative electrical charges to the robot and the configuration obstacles, and positive charges to the goal configuration. Thus a potential field is formed with very high potentials close to the configuration obstacles and minimum potential at the goal configuration. The robot, guided by the potential fields, will go from high potential configurations to low potential configurations and hopefully will eventually get to the goal configuration.

Potential field methods have been shown to be efficient and powerful in solving difficult motion planning problems such as one with high degrees of freedom (see [1,7,9,11,28,37] and references therein). However, because of the local-minima problem (i.e., a robot can be caught in a local minimum rather than the global minimum), except the work of Rimon and Koditschek [29,30], most of the potential-based methods are heuristics. Note that in [29], to avoid the local-minima problem, a combination of various force fields is used and the boundaries may not satisfy the definition of a potential field.

In the study of path planning using potential fields, the major concern is collision avoidance for a single robot. It can be regarded as a special case of a more general VLSR system described below. However, generating complex behavior by interaction via potential fields poses more significant challenges.

1.4. Social potential fields: A distributed control for VLSR systems

Within a distributed-control framework, we propose to use artificial potential fields as control laws. We allow the global controller to define (possibly distinct) pair-wise potential laws for ordered pairs of components (i.e., robots, obstacles or objectives) of a VLSR system. Each robot senses the resultant potential field from all other components (or as an approximation, at least the neighboring components) and acts under the resultant force. Once the force laws are defined, force calculations can be carried out by individual robots in a distributed manner, thus the control is completely distributed.

The force laws are inverse-power laws similar to those found in molecular dynamics. They are inverse-power laws of distances incorporating both attraction and repulsion. For example, we can define a force law where attraction dominates over long distances and repulsion dominates over short distances. A main reason for choosing inverse-power force laws as control laws is that studies have shown that molecules and plasma gases, while obeying simple inverse-power force laws, form interesting and complex patterns and exhibit a wide variety of dynamics. Our inverse-power laws are more general than the usual molecular force laws. In fact, the parameters of the force laws (i.e. the constants and the exponents) can be chosen arbitrarily. Indeed the parameters are chosen to reflect the relations of robots, e.g. whether they should stay close together or far apart. Using the force laws, the resulting system
displays "social" behaviors such as clustering, guarding, escorting, patrolling and so on. Thus we call our method \textit{social potential fields}.

We also extend the social potential fields model to use spring laws as force laws. While the inverse-power laws are powerful in controlling the robots to form distributions like a more or less evenly distributed cluster, the spring laws can let the robots assemble into predefined exact structures.

In this paper, we describe the generic framework for social potential field control. We describe a hierarchical methodology for designing potential force laws to achieve given behaviors, which we feel is a practical approach. We illustrate this hierarchical methodology with a number of non-trivial examples (including computer simulations) which show the use of the proposed method to form interesting and useful behaviors among robots. We also point out possible industrial and military applications where our proposed method is useful. And also an important aim of this paper is to raise theoretical questions for future studies.

Nevertheless, we admit that this paper presents only a preliminary study of applying potential fields to distributed multi-robot control, since there is no known procedure for determining the potential laws to derive a given specified set of robotic behaviors. In Section 4, for some very restricted cases, we propose an iterative procedure to determine the parameters of a force law to achieve a given behavior. However the procedure is heuristic since we can not determine its convergence. In fact, the exact complexity of the simulation problem (determining the behavior induced by a set of potential laws) is not known. Reif and Tate [26] have shown that the complexity of determining the dynamics of an \(n\)-body potential system (e.g., the movement of \(n\) electrons with electrostatic potentials) is polynomial space hard, so the problem can not be decided efficiently by any known method. Therefore the problem of finding potential laws to achieve a given behavior may have no easy solution, except for the practical approach we suggest, i.e., our hierarchical methodology.

1.5. Organization of the paper

Section 1 discusses the motivation for our work, introduces the basic idea of social potential fields, and surveys related works. We describe the generic framework of the social potential fields method in Section 2. Section 3 describes our hierarchical methodology for designing potential force laws to achieve given behaviors, and gives some examples (including computer simulations) of applying the proposed method in creating interesting and useful behaviors among robots, for example clustering, guarding, escorting, as well as demining (detection of mines by a group of autonomous robots). In Section 4, we propose a heuristic iterative procedure for determining the parameters of a force law for a given behavior. Section 5 describes an extension to the social potential fields model, namely, using spring laws as control laws. We draw conclusions in Section 6.

2. Our social potential fields model

2.1. Inverse-power force laws

In a VLSR system, the robots are considered as point particles named \(1, 2, \ldots, n\) with positions at \(X_1, X_2, \ldots, X_n\) in a fixed Euclidean space at a fixed time. Let \(r_{ij} = \|X_i - X_j\|\) be the Euclidean distance between robots \(i\) and \(j\). The force defined from robot \(j\) to robot \(i\) has the form

\[
F_{i,j}(X_i, X_j) = \left( \sum_{k=1}^{L} \frac{c_{i,j}^{(k)}}{(r_{ij})^{\sigma_{i,j}^{(k)}}} \right) \left( \frac{X_j - X_i}{r_{ij}} \right).
\]

Thus the force defined from \(j\) to \(i\) is a sum of \(L\) inverse-power laws where the \(k\)th inverse-power law is of the form

\[
\left( \frac{c_{i,j}^{(k)}}{(r_{ij})^{\sigma_{i,j}^{(k)}}} \right) \left( \frac{X_j - X_i}{r_{ij}} \right).
\]

Our force laws may differ from those in molecular systems in that we allow the global controller to arbitrarily define distinct laws for separate pairs of robots. The coefficient \(c_{i,j}^{(k)}\) and the inverse power \(\sigma_{i,j}^{(k)}\) are constants depending on the ordered pair \((i, j)\) and \(k\). We generally require \(\sigma_{i,j}^{(k)}\) to be positive but the coefficient \(c_{i,j}^{(k)}\) can be either positive or negative, depending on whether it is an attractive force or a repulsive one.

Note that if \(\sigma_{i,j}^{(k)}\) is greater than \(\sigma_{i,j}^{(k')}\) then the \(k\)th term of this sum dominates for smaller \(r_{ij}\) whereas the \(k'\)th term of this sum dominates for larger \(r_{ij}\). Typically
(with the exception of pursuit applications), for fixed
i and j, the kth term with the smallest \( \sigma^{(k)}_{i,j} \) will have
a negative (repulsive) coefficient \( c^{(k)}_{i,j} \) to help insure
that the robots do not collide. The force laws usually
have the following property. As the distance between
two robots becomes larger, the force between them
gets smaller. When two robots get too close to each
other, the force can get very strong to avoid collision
between these two robots.

Also, note that force laws are not necessarily symmetric; force \( F_{i,j} \) can be different from force \( F_{j,i} \).

At a fixed time, the overall artificial force applied
by the entire VLSR system upon a robot \( i \) is

\[
F_i = \sum_{j \neq i} F_{i,j}(X_i, X_j).
\]

### 2.2. Succinct definitions of force laws between
groups of robots

Robots are assigned to various (not necessarily disjoints) groups, where a group defines some common behaviors for robots in the same group. For example, robots in a group called Cleaner are required to do cleaning and are required to form an even distribution pattern. Groups are not necessarily disjoint. A robot may belong to several groups and inherit all the behaviors from those groups.

We can define force laws between pairs of groups. Let \( S_1, S_2, \ldots, S_n \) be fixed groups of robots
1, 2, \ldots, n. Any robot in group \( S' \) imposes the same
force on any robot (other than itself) in group \( S \). Let
\( F_{S,S'} \) denote this force law. Suppose the robot in \( S' \) is
at position \( X' \), the robot in \( S \) at position \( X \), and
the distance between them is \( r \). Then the force is

\[
F_{S,S'}(X, X') = \sum_{k=1}^{L} \left( \frac{c^{(k)}_{S,S'}}{r^{\sigma^{(k)}_{S,S'}}} \right) \left( \frac{X - X'}{r} \right).
\]

The force law is again a sum of \( L \) inverse-power laws
each of the form

\[
\left( \frac{c^{(k)}_{S,S'}}{r^{\sigma^{(k)}_{S,S'}}} \right) \left( \frac{X - X'}{r} \right),
\]

where the coefficient \( c^{(k)}_{S,S'} \) and the inverse power \( \sigma^{(k)}_{S,S'} \)
are constants depending on ordered pair \( (S, S') \) and \( k \)
(again, we generally require \( \sigma^{(k)}_{S,S'} \) to be positive). For

\( S = S' \), the force law defines the force for a pair of
robots in the same group. \( F_{S,S'} \) is zero for the pairs of
robots between which there is no force relation.

The force from robot \( j \) to robot \( i \), where \( j \neq i \), is
defined to be

\[
F_{i,j}(X_i, X_j) = \sum_{S, S' \text{ s.t. } i \in S \wedge j \in S'} F_{S,S'}(X_i, X_j),
\]

which is simply the sum of the forces \( F_{S,S'}(X_i, X_j) \)
induced by pairs of groups \( (S, S') \) where \( i \in S \) and
\( j \in S' \). The overall artificial force applied by the entire
VLSR system upon a robot \( i \) is again

\[
F_i = \sum_{j \neq i} F_{i,j}(r_{ij}).
\]

Note that even though a robot may belong to different
groups among which some force laws are defined, the
robot does not impose forces on itself.

We can see that once the robots are assigned to
groups, the complexity of defining force laws is re-
duced. The number of force laws is reduced from
\( n(n-1) \) for all ordered pairs of individual robots to
\( m(m-1) \) for all ordered pairs of groups, where \( n \) is the
number of robots and \( m \) the number of groups in the
system. Usually, the number of robots is much larger
than the number of groups in a VLSR system. Each
robot can maintain a more succinct table of force laws
defined for pairs of groups, which is easier to maintain
and to modify.

### 2.3. Local autonomous control forces

We consider the resultant force calculated by each
individual robot using force laws, i.e. \( F_i \) as defined
in Section 2.1, as a local control force. It is global
in that it coordinates the robots and determines
the distribution of the robots in the system. Consider the
scenario of a group of robots doing gold prospecting
(or more realistically, garbage collecting). The robots
should have an even distribution over the working area,
norther crowding together nor getting too far away.
This can be achieved by properly designed force laws.
At the same time, for a robot to work properly, it
should be able to move smoothly in an unknown and
dynamic environment, avoiding obstacles. But most
importantly it should be able to approach and collect
gold. The control that allows a robot this kind of
behavior is termed as a local control force. The local
control force may include force to avoid collision with obstacles and force to approach an object, etc. This kind of local control can be accomplished by programs like “Walk sideways if there is an obstacle in front at distance \( d \)”.

There are various schemes in combining the global and the local control forces. One scheme is to assign different weights to different kinds of forces and to combine them by a weighted sum. In this scheme, the weights can also change depending on the situation. For example, in the gold-mining example given above, the weight on force to approach gold should be small at the beginning, since at the initial stage it is more important to let the robots disperse. Once a more or less even distribution has been achieved (and this can be observed by the global controller), the global controller can notify the robots to increase the weight on force to approach gold. In another scheme, a robot listens to only one of the two forces at a time, depending on which one has a larger magnitude.

Imagine the situation where there is a wall-like obstacle that lies in the middle of a working area and whose size is comparable with the size of the working area. The wall-like obstacle may effectively prevent the robots from spreading to the working area on the other side of the wall, and thus interfere with the design of the social potential laws. Also if one part of the working area is filled with big obstacles, the working robots may populate that part less densely than other parts of the working area. We say that an obstacle is local, if its size can be ignored when compared with the size of the working area. Otherwise, the obstacle is said to be significant. In most practical cases where we are concerned, the obstacles are local. In these cases, though the local control force is necessary for the robots to function properly, we believe that the force does not play a significant role in determining the behaviors of the robots. Behaviors different from the ones designed by the global control forces may actually help the global controller to identify significant obstacles whose sizes are comparable to the size of the working space, and inform the global controller to re-think its plan. For example, a river through an unknown working area may be discovered.

In the examples and simulations discussed in Section 3, we focus on how the global control force controls the behaviors of the systems. The local control force is not taken into account.

2.4. Sensing

Note that the absolute positions of robots are used in force calculations as described in previous subsections. A robot can maintain its absolute position if it knows its initial absolute position and it keeps updating its current position as it moves. From time to time, a robot may readjust this piece of information by consulting the global controller. The absolute position of a robot is accessible to other cooperative robots by communication via electromagnetic radiation, such as radio frequency, infrared, or ultrasonic.

In most cases, relative positions are sufficient in calculating forces. In this case, each robot carries its own coordinate system, and itself is a natural choice for the origin of the coordinate system. There are many techniques that have been developed for range finding [16]. Among them are the triangulation range finder, ultrasonic, and laser time-of-flight range finder. While all these techniques have some drawbacks (e.g., computational complexity, limited surface orientation or limited spatial resolution), our social potential technique is relatively robust and generally may not require exact measurements. Thus it seems likely that any of these sensing methods would suffice. Relative positions have to be used in calculating forces from non-cooperative components, such as obstacles in natural settings and enemy robots and so on.

Note that in either sensing through sensors or through communication channels, the group(s) to which a robot belongs should be identified too in order to choose appropriate force laws.

2.5. Types of robots

We have identified three types of robots which are basic in building a VLSR system with complexity, namely, a leading robot, a landmark robot and an ordinary robot. Most robots in a VLSR system are ordinary robots, whose motions are controlled by the global control forces.

A leading robot is a robot whose motion is either programmed beforehand, or controlled directly by the global controller. A leading robot is not affected by the force laws from other robots, but does impose force laws on other robots. Usually there are only a few leading robots in a VLSR system, but they can be used to form or to change the behaviors of a system.
effectively (for an example, see the use of leading robots in Section 5.4).

A landmark robot is used by the system as a landmark. Generally a landmark robot is static and it is not subject to force laws from other robots. But it imposes forces on other robots. For example, a landmark robot can be used to mark a place of interest to attract more ordinary robots. Or we can use a group of landmark robots to mark out, at least approximately, the boundary of a working area, so that ordinary robots, sensing repulsion forces from the landmark robots, will stay within the working area. In Section 3.2, landmark robots are used to mark out significant obstacles (i.e., obstacles whose sizes are comparable with the size of the working area) to guide the ordinary robots effectively.

A landmark robot can be a real robot (but static), in which case its existence can be detected by the ordinary robots through sensors or communication channels. It can also be implemented virtually, by letting the ordinary robots carrying a table of landmark robots and their absolute positions. Note that in this case, an ordinary robot needs to be aware of its own absolute positions and use the absolute position in calculating forces from the landmark robots.

The type of a robot can be changed by the global controller. But such cases should be rare in order to avoid heavy communication to and from the global controller.

2.6. Distributed calculation of forces by autonomous robots

Even though the force laws are defined globally by a global controller, the actual control is carried out in a distributed manner. Each robot is equipped with sensors and also has a table of force laws, thus force calculations can be done simultaneously by individual robots. Each robot carries out a cycle of operations including sensing, calculating the global control force and the local control force, and realizing the control to motion. The robots usually act asynchronously.

Let $F_i$ be the combined force (of the global and the local control forces) calculated by robot $i$. There are several ways that robot $i$’s motion can be controlled by the force $F_i$. For example, robot $i$ can gain an acceleration proportional to $F_i$. Or it can move in the direction of $F_i$, either for a length proportional to the magnitude of $F_i$, or for a fixed length.

2.7. Convergence and stability of the system

A state of a VLSR system is a snapshot of the system which describes the robots’ positions, their velocities, and other relevant information. A behavior of the system can be static, in which case the behavior can be described by a state, or it can be dynamic (and should be periodic in this case). A dynamic behavior can be described by a function mapping $[0, T]$ to a state space, where $T$ is the length of a period. We say that a VLSR system has converged to a behavior $B$ if the system is displaying $B$ (possibly within a predefined error term) over a long enough period of time. The converged behavior is called the equilibrium behavior.

A density function is a function which for a position in the space gives the density of robots at that position. Note that a density function describes a distribution, but not a state of a VLSR system. Even though a density function conveys less information than a state does, it suffices to describe certain behaviors. For example, a behavior of an evenly distributed cluster of robots covering a designated area can be sufficiently described by a density function. In fact, in cases like this, a density function describes the whole picture of a system better than a state (with the exact positions of all robots) does. Let $D(x)$, where $x$ is a position in a given space, be the desired density function. We say that a system has converged to $D(x)$ after time $\tau$, if

$$\int (D_i(x) - D(x))^2 < \epsilon, \quad \text{for } t \geq \tau,$$

where $D_i(x)$ is the density function of the system at time $t$, and $\epsilon$ is a predefined error term. Note that even though the distribution has converged, it does not necessarily mean that each robot stays close to a fixed position. They may still move around.

We can extend the density function to be a function not only of position, but also of time. Thus periodic distributions can be described by the extended density functions, and whether a system has converged to a periodic distribution can also be judged accordingly.

We can help to stabilize the system by adding a damping factor. For example, we can set a threshold such that a global control force smaller than the
threshold is regarded as zero. Or we can always reduce the global control force by a small fraction. The functionality of a damping factor is similar to a friction term that dampens a robot’s movement by reducing energy change from potential energy to kinetic energy and helps to stabilize the system. In particular, the addition of a damping factor insures that the system will tend toward zero kinetic energy during periods when there is no other input of energy (such as from local autonomous control forces) into the system. Note: local autonomous control forces, if limited and random, may be analogous to certain quantum effect in molecular dynamics which can continuously and randomly perturb the system, keeping the kinetic energy to non zero.

Also note that in particular, the damping factor may help to stop a robot from oscillating, under both inverse-power law control and spring-law control.

2.8. Changing system behaviors dynamically

The force laws are not necessarily fixed over time. Instead, they can be changed by the global controller in order to change the behaviors of the system dynamically. Changing the behaviors dynamically is necessary in some cases. For example, at working time, we may want the robots to spread out over the work field evenly. Once the work is done, we may want the robots to gather together tightly so that they may be stored compactly. And again when they are needed for work, they should display a sparsely and evenly distributed pattern. When to change the behaviors is judged by the global controller, who can collect global information once a while through sensors or communication with robots. Another example of changing the behaviors dynamically is given in Section 3.5.

Also note that the global controller can also change the behaviors of the system dynamically by controlling the leading robots. This technique is especially used in spring-law control; see Section 5.4. What’s more, the type of a robot or the group(s) to which it belongs can also be changed by the global controller. This may also change the behaviors of the system.

Note that this paper attempts to describe (in most part qualitatively) a generic framework for applying potential fields to distributed multi-robot control. Detailed implementations such as how a robot’s motion is controlled by a resultant force, how a local control force is combined with a global one, how frequent sensing and force calculations should be performed, and how some damping factors are added to stabilize the system, should depend on specific applications.

3. Examples of design of potential force laws

3.1. Our hierarchical methodology for designing potential force laws

In general, the problem of determining a set of potential force laws to achieve a given behavior appears to be a very difficult open problem, and most likely undecidable. As mentioned in the introduction, Reif and Tate [26] have shown that the complexity of determining the dynamics of an n-body potential system (e.g., the movement of n electrons with electrostatic potentials) is polynomial space hard, so the problem can not be decided efficiently by any known method. Therefore, the problem of synthesizing potential laws may have no effective solution.

However, we propose a practical approach to this problem. We have developed a hierarchical methodology for designing potential force laws to achieve given behaviors.

In our methodology, we proceed as follows:

- We first require a specification of the required behavior. In particular, we need to specify the various groups of robots and their interactions. In our examples, all components (e.g., robots, obstacles and other objects) are represented by point robots. An object with a complex shape can be approximated by putting many point landmark robots along the boundary of the object. For example, wall-like obstacles are approximated by a group of landmark robots in this way in Section 3.3.

- Then, we design the potential laws in stages. Applying our hierarchical methodology for designing potential force laws,
  - we first define intra-group social force laws among individuals of each given robot group, and then
  - define inter-group social force laws between individuals of distinct groups.

- Furthermore, in a number of examples, we define a dynamic series of potential laws, that change over time at discrete intervals.
force law keeps the robots together, while the repulsion component prevents the robots from colliding with each other. Also the combination of attraction and repulsion determines how tightly the cluster forms.

Tuning the clustering. The equilibrium distance is defined as \( d = (c_1/c_2)^{1/(\sigma_1-\sigma_2)} \). If the force law defines bilateral effect between two robots, then they reach equilibrium state if they are distance \( d \) apart. If the force law defines mutual effect among a group of robots, the group can either densely congregate if \( d \) is small or sparsely distribute if \( d \) is large. Even though in this case, the inter-robot distance must differ from \( d \), \( d \) is still a good indicator as to how tightly the cluster will form. A big \( \sigma_1 \) implies that the repulsion will be strong at short range but decays rapidly with distance. A small \( \sigma_2 \), on the other hand, means that the attraction will have long range effect. Again, our method is called social potential fields method, because the force laws reflect and enforce social relationships.

Our computer simulations. For simplicity, we use a very straightforward method to compute the forces, which takes \( \Theta(n^2) \) time if we have \( n \) robots in the system. We are experimenting with about hundreds of robots and the efficiency is bearable. But keep in mind, there have been efficient algorithms for computing forces (developed for molecular simulations) with high precisions (see, for example, the pioneer work by Greengard [13]). Those efficient algorithms enable us to experiment with tens of thousands of robots in large systems.

In our computer simulations, in each iteration, a robot moves a fixed length to the direction pointed by the resultant force.

In Figs. 2–5, the pictures are dumped window images. The windows give visual presentation of how the systems evolve. In the windows, the robots are represented by arrows pointing to their directions of motions.

In the following description of examples, we name separate groups and their members. The name of a group and the name of its members are the same except that the name of the group starts with a capital letter.

3.2. A single cluster of many robots

Required behavior. Our goal is a single evenly distributed cluster of robots.
Motivation. A more or less evenly distributed cluster of robots is a useful pattern for jobs like cleaning, patrolling, or exploring an unknown area. Inter-robot distance is useful not only for robot collision avoidance, but also for getting work partitioned and distributed. For example, in the future we may send hundreds or thousands of robots to explore Mars before we send any human beings on it. To explore the planet efficiently, we want the robots to cover the surface of the planet evenly instead of crowding together. A centralized control mechanism is not applicable especially because of the communication complexity involved.

Design of an intra-group potential law. All the robots are identical ordinary robots, and there is an identical intra-group force law defined among them. The force law is a clustering force law, whose magnitude can be expressed by Eq. (1), with $c_1, c_2 > 0$.

Computer simulation. For this simulation, we used Eq. (1) with the parameters set to the following: $c_1 = 60.0$, $c_2 = 1.0$, $\sigma_1 = 2.0$ and $\sigma_2 = 1.0$. The equilibrium distance is $d = 60.0$. (The distances are measured in pixels.) The number of the robots is chosen to be 200, and initially, the 200 robots are randomly distributed within a square area of size $400 \times 400$. At the beginning, for a robot at the periphery, since there are many robots distant away (farther than 60.0), the robot feels an attraction toward the center of the cluster and the cluster starts to shrink. After a number of iterations, the cluster forms a disc with radius of about 280.0. At this time, each robot shows a periodic movement, while the density function of the cluster has stabilized. At this stage, the robots show a more or less even distribution within the disc. The initial and the equilibrium distributions are shown in Fig. 2.

Variations of single clusters. Note that the even distribution can be changed once some places of interest are identified by some robots. These robots can be turned into landmark robots by the global controller and impose a stronger attraction force on other robots. In this way, interesting areas will be more densely occupied by robots and can be explored more efficiently.

In the above computer simulations, the cluster usually forms discs. We can let the cluster display an arbitrary shape by using landmark robots as follows. For a given shape, we can use landmark robots to approximate the boundary of the shape. The landmark robots impose repulsion forces on the cluster of ordinary robots, so that the ordinary robots are confined within the boundary marked out by the landmark robots. By setting appropriate force laws, e.g.,
3.3. A moving robot cluster with collision avoidance

Required behavior. As pointed out in Section 1.3, potential fields have been applied in collision-free motion planning for a single robot in previous studies. In our example which we will call bypassing the walls, a group of robots are supposed to move together through an area filled with wall-like obstacles to reach a goal region. In this case, we not only want the robots to reach the goal with collision avoidance, but also want the robots to move more or less in a group without colliding with each other. An industrial application of this behavior might be, for example, using robots to do transportation through an area filled with static as well as dynamic obstacles (including other robot vehicles).

There are three groups of robots:
- The group Goal consists of only one landmark robot marking out the goal region.
- The group Transporter consists of ordinary robots who are supposed to move to the goal region.
- The group Wall consists of a group of landmark robots who are static robots (see Section 2.5) used to mark out the significant obstacles. In this case, the obstacles are wall-like, which can be abstracted as line segments.

Design of potential laws. Applying our hierarchical methodology for designing potential force laws, we define an intra-group force laws among the transporters themselves as well as inter-group social force laws from both the Wall and the Goal to the Transporter.

An intra-group potential law. There is a clustering force law combining attraction and repulsion defined among the transporters so that they tend to stay together as they move around without colliding with each other.

Inter-group potential laws.
- There is a force law from the Goal to the Transporter containing only an attractive force (i.e. $c_1 = 0$ in Eq. (1)). We set $\sigma_2$ to be small so that this attraction has a long-range effect.
- We let the Wall impose a repulsive-only force over the Transporter (i.e. $c_2 = 0$) and set $\sigma_1$ to be large so that the repulsion is strong in short range.

3.4. Guarding and escorting behaviors

Required behavior. In our computer simulation called guarding a castle, we wish to simulate how a group of robots form guarding patterns and how they react to invaders. There are three groups of robots. The group Guard consists of a number of identical ordinary robots, while the group Invader consists of only one ordinary robot. The castle is simulated by the group Castle which consists of only one landmark robot.

Design of potential laws. Applying our hierarchical methodology for designing potential force laws, we first define an intra-group social force law among the guards themselves, and then give inter-group social force laws from the Castle to the Guard, from the Castle to the Invader, and also between the Guard and the Invader.

An intra-group potential law. There is a clustering force law combining attraction and repulsion defined among the guards. The intention of this force law is to let the guards form a guarding cluster surrounding the castle.

Inter-group potential laws.
- The force defined from the Castle to the Invader consists of only an attraction.
- The force defined from the Castle to the Guard combines both attraction and repulsion.
  - The combination of the attraction and the repulsion makes the guards tend to stay around the castle (not too close and not too far away).
  - The attraction component of the force law also keeps the guards from going too far away while chasing off the invader.
- The Invader imposes both attraction and repulsion upon the Guard so the guards tend to move to where the invader is but to avoid contact with the invader.
The Guard imposes only a repulsion force upon the Invader.

*Computer simulation.* There are three stages in this simulation.

1. In the first stage, the invader robot does not appear. Initially the guards are scattered in a square area around the castle. Under the force law imposed by the castle and the force law defined among the guards, the guards converge gradually to form a ring surrounding the castle.

2. At the beginning of the second stage, the invader appears at a place far away from the castle. Under the attraction force from the castle, the invader approaches the castle. The guards will approach where the invader is. They move from the castle to the invader but stop chasing when the invader is a certain distance away from the castle. The invader, which is both attracted to the castle and repulsed by the guards at the same time, instead of going away from the castle, reacts by moving toward the weaker point of the guarding where there are fewer guards.

3. Finally the system converges to a dynamic behavior where the guards are chasing the invader and the invader is moving around the castle to find weaker points in guarding. See Figs. 3, 4, and 5 for the results.

From the above simulation, we can see the advantages of the social potential fields method. We avoided defining complicated rules as to where a particular robot guard should stay, which guards should chase the invader when the invader is at a certain position, and how far the guards should chase the invader. By simply defining force laws, the above questions are answered.

*Variations of the guarding behavior.* More complex and interesting behaviors can be simulated by
modifying the above system. The castle can have an arbitrary shape instead of just being a point. Its shape can be marked out by a group of landmark robots and the shape will impact the guarding pattern. There can be more than one invaders, in which case the guards should partition to groups to handle each invader. If the static castle is replaced by some dynamic object, which can be simulated by some leading robots whose motions are pre-programmed, an escorting behavior can be simulated.

In practice, we might want robots to guard places like important military bases, high priority labs, factories and so on. We might also want to use robots to escort other robots. We can also transport a large number of robots from place to place by simply defining a leading robot to go to the designated place and letting the other robots follow it as if they are escorting the leader.

3.5. Dynamic force laws to achieve hierarchical spatial organization of robots

Required behavior. Here we give an example of adapting force laws by the global controller to achieve hierarchical spatial organization of robots. The example is called reorganizing after bivouacking and imitates the following military behavior. Normally during maneuvers, an army will be spatially organized in a highly hierarchical manner. An army is usually divided into units which are further divided into sub-units and so on, with different units occupying different areas. While in camp, to efficiently utilize resources such as army canteens, the army may become disorganized, with different units clustering together in the same area. However, going back to maneuvers, the entire army must automatically organize itself spatially as before. Fig. 6 depicts a simplified version of the example where there are only two units (one represented by the empty circles and the other the shaded circles). The organized army (shown in the leftmost picture) bivouacs (shown in the middle picture) and then reorganizes (shown in the rightmost picture).

Design of potential laws. In order to accomplish this reorganizing after bivouacking behavior, the global controller has to change the force laws dynamically. In the following, we show the design of force laws at different stages, taking the two-unit army as an example.

Dynamic potential laws.

- The disorganizing stage. At this stage, there should be an identical attractive force to the goal (camping area) imposed on robot soldiers of both units. Also there should be an identical force law combining attraction and repulsion between individuals in both units to achieve a clustering behavior.

- The bivouacking stage. After both of the units reach the camping area, the attractive force to the camping area can be inactivated by the global controller.

- The reorganizing stage. To reorganize, each unit should be attracted to its own area respectively. There should be (possibly different) clustering force laws defined among robots for each unit. Also there should be a repulsive force defined between two robots of different units. This force is to prevent two robots from different units from colliding with each other (this force should have the property that it diminishes fast as the distance gets larger, so that it
does not have a big effect on the goal-approaching behaviors and the clustering behaviors of the two units).

• The organized stage. After each of the two units reaches their respective destinations, the attractive force laws to goals and the repulsive force between two robots of different units can be deactivated. Therefore, at this stage, there is no force law between the two units. The distribution of each unit is formed by (possibly different) clustering force laws among robots within each unit.

The spatial organization of robots occurs in industrial applications too. For example, at work in a factory, different groups of robots are dispatched to different areas. Within each group, the robots are further divided into subgroups for different tasks such as cleaning, transporting or assembling. At work, we want the groups of robots to be spatially distributed and there should be no interactions among them. At other times (say cleaning the factory), we want all the groups to crowd together.

3.6. Demining using robot clusters

Required behavior. We next discuss the application called demining, which shows detection and deactivation of mines by a group of autonomous robots. A cluster of demining robots (deminers) is searching for bombs in a mine-field. A deminer can detect a bomb only when it is within a certain range from it. When a deminer detects a bomb, it will move closer to it and then deactivate it when the distance to the bomb is less than the so-called deactivating distance. It will take a certain period of time for a bomb to be deactivated. In this period, the region close to the bomb is considered to be dangerous and thus deminers should avoid getting too close to the bomb.

Design of potential laws. Applying our hierarchical methodology for designing potential force laws, we first define an intra-group social force law among the deminers themselves and then inter-group social force laws from a bomb to a deminer.

An intra-group potential law. The force law among the deminers is a clustering force law which keeps the deminers on the mine field and also distributes them evenly.

Inter-group potential laws.

• When a deminer detects a bomb, it feels an attraction to the bomb until it gets into the deactivating range with the bomb (i.e., its distance to the bomb is less than the deactivating distance).
- When a bomb is being deactivated, it imposes a repulsion on the rest of the deminers to guide them move away from itself.

**Computer simulation.** The results of a computer simulation are shown in Figs. 7, 8 and 9. (An online demo of this simulation due to Zheng Sun is available at http://www.cs.duke.edu/~sunz/java/demine/Animation.html). In the figures, dark squares represent deminers; gray circles represent undiscovered bombs; dark circles represent bombs being deactivated; and gray circles with a cross represent deactivated (safe) bombs.

4. An heuristic for synthesizing force laws for VLSR systems

In Section 3, we described some computer simulations of interesting behaviors of robotic systems. In those simulations, the force laws were derived from our hierarchical methodology for designing potential force laws to achieve given behaviors. Two interesting problems are:
- to predict the equilibrium behavior (i.e., a behavior to which the system converges) of a system from predefined force laws, or
- vise versa, to define force laws such that a desired equilibrium behavior can be achieved.
These problems are hard in general for dynamic systems with iterative processes. Here we propose a heuristic iterative method to solve the above two problems for a very restricted case. In this case, the robots are identical robots with a single force law defined among them. (In a variation of this, there may be a few other robots and different force laws.) The equilibrium behavior is static and can be described by a density function. Also, in the equilibrium behavior, the robots are at their equilibrium states, i.e., the overall force on any ordinary robot in the system should be zero.

The problem of computing equilibrium density functions for given force laws is discussed in Section 4.1, and the problem of finding force laws to achieve given density functions is discussed in Section 4.2.

4.1. Computing the density function for given force laws

4.1.1. The general idea
The density function is computed in an iterative manner. The iterative equation is derived based on that in an equilibrium state (i.e., a static equilibrium
behavior), the overall force on any ordinary robot in the system should equal to zero. For a robot at position $x$ within domain of interest, let $F_{\text{nearby}}(x)$ denote the total force from nearby robots. Robots are nearby robots if they are within a distance $\mu$, where $\mu$ is a parameter. Let $F_{\text{faraway}}(x)$ denote the total force from faraway robots. Thus in an equilibrium state, we have

$$F_{\text{nearby}}(x) + F_{\text{faraway}}(x) = 0.$$ 

Recall that the force functions usually have the property that they have large magnitudes and derivatives over short distances and small magnitudes and derivatives over long distances. Therefore we have decided to calculate $F_{\text{nearby}}(x)$ by summing up the forces from nearby robots discretely, since an integration may cause large errors, and to calculate $F_{\text{faraway}}(x)$ by integrating the forces from faraway robots, since an integration is a good enough approximation and it reduces the time to compute $F_{\text{faraway}}(x)$ from proportional to the number of robots in the system to that of doing an integration which depends on the domain of interest and the precision required.

To compute $F_{\text{nearby}}(x)$, we need to compute the force from each of the nearby robots. To do this, we need to know the relative positions of the nearby robots with respect to the robot at position $x$. The density function does not give us enough information here, and we need to assume that the robots also form certain structures, namely, they form hexahedrons in 2D and hexahedrons in 3D. We believe that this assumption is reasonable because these structures provide the highest packing capacities among all structures. $F_{\text{faraway}}(x)$ can be computed as an integration

$$\int_{\|x'-x\| \geq \mu, \|D(x')\| > \theta} F(x, x') D(x'),$$

where $F(x, x')$ is the force law from a robot at position $x'$ to the robot at position $x$, $\mu$ is a threshold of distance to distinguish nearby robots from faraway robots, and $\theta$ is a threshold of density. Note that we have to fix a single force law to do the integration and that is why our method only works for the case where there is only a single force law defined among a group of identical robots.

Let $F_1(x)$ denote the force from one of the nearest neighbors and $F_{\text{nearby}-1}(x)$ the force from the rest of the nearby robots. It holds that

$$F_1(x) = -(F_{\text{nearby}-1}(x) + F_{\text{faraway}}(x)). \tag{2}$$
The density function appears on both sides of the above equation. In this way, we can get an iterative equation for the density function. Section 4.2 shows an example of deriving an iterative equation of a density function for a specific form of force laws.

We have sketched out the general idea to compute the density functions by an iterative process. For this iterative process to work, we have to assume that the forms of the density functions are fixed and known, and only the parameters of the density functions are to be determined. We generally assume that a density function can be expressed as a polynomial of certain degrees, and only the coefficients of the polynomial are to be determined.

(Note: Convergence of this iterative method is not likely to be quickly determined in the general case, since Reif and Tate [26] have shown that the complexity of determining the dynamics of an n-body potential system (e.g., the movement of n electrons with electrostatic potentials) is polynomial space hard.)

4.1.2. An example of a single cluster of working robots

In this example the robots are point particles moving on a 2D plane. The position of a robot is given by \( z = (x, y) \). Assume that the density function is a polynomial of variables \( x \) and \( y \), and is of degree \( k \), as follows,

\[
D(z) = D(x, y) = \sum_{i+j=k} c_{ij} x^i y^j.
\]

To compute the density function is to determine the coefficients \( c_{00}, c_{10}, c_{01}, c_{20}, c_{11}, c_{02}, \ldots, c_{0k} \), where \( c_{ij} \) is the coefficient of the term \( x^i y^j \). Let \( C \) denote the vector \( (c_{00}, c_{10}, c_{01}, c_{20}, c_{11}, c_{02}, \ldots, c_{0k}) \). The number of coefficients to be determined is \( l = (k + 2)(k + 1)/2 \).

We assume that the single force law defined among the robots has the same form as in Eq. (1) with \( \sigma_1 = 3.0, \sigma_2 = 2.0, c_1 = \alpha_1 \) and \( c_2 = \alpha_2 \).

For a robot at position \( z = (x, y) \), since we have assumed that the robots form hexagonal structures, then one of its closest neighbors is at position \((x + 1/D(x, y), y)\), where \( D(x, y) \) gives the density at position \((x, y)\). Let \( F_1 \) in Eq. (2) denote the force from robot at \((x + 1/D(x, y), y)\) to robot at \((x, y)\). Let \( F^x \) denote the projection of force \( F \) along \( x \)-axis. Therefore \( F^x(z) = -\alpha_1/(1/D(z))^3 + \alpha_2/(1/D(z))^2 \) and Eq. (2) is transformed to

\[
-\frac{\alpha_1}{(1/D(z))^3} + \frac{\alpha_2}{(1/D(z))^2} = -(F^x_{\text{nearby-1}}(z) + F^x_{\text{faraway}}(z)).
\]

\( F^x_{\text{nearby-1}}(z) \) is computed by approximating the positions of the nearby robots using the density function and the hexagonal structure. \( F^x_{\text{faraway}}(z) \) is approximated by computing an integration, also using the density function. Let the right hand side value be denoted by \( \delta(z) \). Rearrange the equation, we get the following

\[
-\alpha_1 D(z) + \alpha_2 = \delta(z)/D(z)^2,
\]

\[
D(z) = \left( \frac{\delta(z)}{D(z)^2} - \alpha_2 \right) / (-\alpha_1).
\]

We consider the left hand side \( D(z) \) as \( D^{t+1}(z) \) and the \( D(z) \) in right hand side \( D^t(z) \), where \( t \) is the number of iterations. Therefore we get an iterative equation:

\[
D^{t+1}(z) = \left( \frac{\delta(z)}{(D^t(z))^2} - \alpha_2 \right) / (-\alpha_1).
\]

Suppose we have computed \( D^t(z) \). To compute \( D^{t+1}(z) \) is to compute the coefficient vector \( C \) from the above equation, and it can be done in the following way. Take \( m \) sample positions \( z_1, z_2, \ldots, z_m \). For each position \( z_i \), we can compute \( b_i = \left( \frac{\delta(z_i)}{(D^t(z_i))^2} - \alpha_2 \right) / (-\alpha_1) \) numerically. Let \( B = (b_1, b_2, \ldots, b_m) \) be a vector of \( m \) so computed values. Then we have the following linear system

\[
MC = B,
\]

where \( M \) is a matrix of \( m \times l \), with the \( i \)th row of \( M \) being a vector

\[
(1, x_i^1 y_i^0, x_i^0 y_i^1, x_i^2 y_i^0, x_i^1 y_i^1, y_i^0, x_i^0 y_i^2, \ldots, x_i^0 y_i^k),
\]

where \((x_i, y_i) = z_i\). \( C \) can be solved using the Least Square approximation. Thus we can compute \( D^{t+1}(z) \) from \( D^t(z) \). Iterating this procedure, we can find the density function.
4.1.3. A single cluster of working robots with several control robots

In this scenario, the system consists of two groups of robots, the group Worker and the group Controller. A robot in the Worker group is an ordinary robot, while a robot in Controller is a landmark robot. The controllers are static and their positions are fixed by the global controller in order to control the distributions of the workers. While there is an identical force law among the workers, there is also a force law from the group Controller to the group Worker. In this case, the total force on a worker robot at position \( x \) can be approximated as

\[
F_{\text{nearby}}(x) + F_{\text{faraway}}(x) + F_{\text{control}}(x),
\]

where as before \( F_{\text{nearby}}(x) \) is the total force from worker robots close by and can be computed discretely, and \( F_{\text{faraway}}(x) \) is the total force from worker robots faraway and can be approximated by an integration. \( F_{\text{control}}(x) \) is the total force from all the controller robots, and can be computed discretely by summing up the forces from all controllers, since usually the number of controllers should be small.

By rearranging, we get the following equation

\[
F_1(x) = -(F_{\text{nearby}-1}(x) + F_{\text{faraway}}(x) + F_{\text{control}}(x)),
\]

which is quite similar to Eq. (2). From here on, given specific force laws, we can derive in a way similar to that described in Section 4.1 and get an iterative equation in terms of the density function.

Again note that in approximating the density function, we do not need to make any assumption about the shape of the cluster distribution. The shape should be implied by the density function. However, we do need to assume that the structure of the distribution is hexagonal in 2D, even with control robots. This is a reasonable assumption when the number of working robots is huge. The structure of the distribution far away from the control robots may well be hexagonal, while the structure close to a control robot may be deformed.

4.2. Defining force laws for given density functions

Let \( D^*(x) \) be the given density function, where \( x \) is a position in a \( d \)-dimensional Euclidean space. Let \( D_F(x) \) be the density function resulted from a set \( F \) of force laws; \( D_F(x) \) can be approximated using the method discussed in Section 4.1. The problem of finding force laws to achieve the given density function is to find the set \( F \) such that

\[
\min_F \int (D_F(x) - D^*(x))^2
\]

is achieved.

We make the assumption that the forms of the force laws are fixed and known, and only the parameters (coefficients and exponents) are to be determined. For example, we can assume that all the force laws have the same form as in Eq. (1), and only \( c_1, c_2, \sigma_1, \) and \( \sigma_2 \) are to be determined. Let \( A \) denote the vector of the parameters and \( D_A(x) \) the density function resulted from the force laws with parameters described by \( A \). Let \( H = \int (D_A(x) - D^*(x))^2 \). Minimizing \( H \) is equivalent to solving the equation \( \partial H / \partial A = 0 \). Since \( H \) is not an explicit function of \( A \), we can use Quasi Newton Method to solve it as follows.

Given \( D^*(x) \), we start with \( A^0 \), an initial guess of the parameters, and iterate to find better guesses using the following equation:

\[
A^{n+1} = A^n - \frac{\partial H / \partial A(A^n)}{(\partial^2 H / \partial A^2)(A^n)}.
\]

Note that since \( H \) is not an explicit function of \( A \), we can approximate \( (\partial H / \partial A)(A^n) \) by

\[
H_{(A^n)'} - H_{A^n}
\]

\[
(A^n)' - A^n
\]

where \( (A^n)' \) has a small enough displacement from \( A^n \). For \( n > 1 \), \( (A^n)' \) can be \( A^{n-1} \). \( (\partial^2 H / \partial A^2)(A^n) \) can be approximated in a similar way.

At each step, we need to compute \( H_{A^n} \). This comes down to computing \( D_{A^n}(x) \), whose calculation has been described in Section 4.2.

5. An extension to social potential fields: Spring laws

5.1. Motivation: Forming exact structures

In this section, we extend the social potential fields method to use spring laws as force laws. Besides the different forms of the force laws, there are two significant differences between the inverse-power law model
and the spring law model. In the spring law model, the force law defined from robot \( i \) to robot \( j \) is the same as that from robot \( j \) to robot \( i \), while the force laws are not necessarily symmetric in the inverse-power law model. In the spring law model, a force law defined between two robots is only one and not a summation of several spring laws as a force law may be a summation of several inverse-power laws in the inverse-power law model. Because of the above two differences, force law relations among robots in the spring law model can be abstracted to an undirected graph, where each vertex represents a robot and each undirected edge a spring (thus a spring law) between two robots. If this graph has certain properties, we can control the robots to automatically form and maintain predefined structures. Note that the inverse-power law model can only let the robots form certain distributions (which may be dynamic), but does not have the power to guide the robots to form exact structures. This is why we are interested in choosing spring laws as another type of control laws. We will see that by designing proper spring law relations among the robots, we not only can let the robots form predefined structures, but also can let the robots change from one structure to another dynamically by controlling explicitly only a few robots.

There are situations where we want a group of robots to form a predefined structure, to maintain the structure while moving around, and to change from one structure to another dynamically. For example, in military maneuvers or warfare, we often see that troops, battle flights or submarines, when attacking, withdrawing or moving, keep certain formations in order to protect or to attack more efficiently. These defensive or offensive phalanxes change from one form to another under different circumstances. When we want the robots to do some industrial jobs such as harvesting, cleaning, and fishing, we want the robots to keep certain assemblies. For example, we may want the robots to form a harvesting line which sweeps from one end of a field to the other end. In this case, the robots should be equally spaced along the line so the work load is balanced. When a robot is confronted with an obstacle, it should be allowed the flexibility to move out of its way to get around the obstacle. After that, it should go back to its proper place.

In the following, we first introduce the concept of rigidity in Section 5.2. We will see that rigidity is the desired property of the graphs representing the spring law relations among robots. Then in Section 5.3, we discuss the relation between graph connectivity and rigidity. The relationship provides us a way to design rigid graphs. Finally Section 5.4 is about applying spring law model to robotic control.

### 5.2. Rigidity of spring graphs

Let \( G \) be a finite undirected graph with a set of vertices \( 1, \ldots, n \) and with a non empty set \( E \) of undirected edges. Each element in \( E \) is designated as an ideal spring. Let \( L = \{(l_{ij}, k_{ij})\} \) defines springs between vertex \( i \) and vertex \( j \) for all \((i, j) \in E\), where \( l_{ij} \) is the length without compression or extension, and \( k_{ij} > 0 \) is the force constant, of the spring between \( i \) and \( j \). A graph \( G \) with a spring relation \( L \) is called a spring graph, and is denoted by \( G_L \). If two vertices \( i \) and \( j \) connected by a spring \((l_{ij}, k_{ij})\) are at distance \( r_{ij} \) apart, according to Hooke’s Law, the magnitude of the force between the two vertices is:

\[
f_{ij} = k_{ij} (r_{ij} - l_{ij}),
\]

where the potential energy stored is given by

\[
P_{ij} = \frac{1}{2} k_{ij} (r_{ij} - l_{ij})^2.
\]

An embedding of \( G \) is an assignment of the vertices into a \( d \)-dimensional Euclidean space \( R^d \). Let \( p = (p_1, \ldots, p_n) \) be an embedding of \( G \), where \( p_i \) is the position of vertex \( i \) in \( R^d \). The potential energy of a particular embedding \( p \) of \( G_L \) is

\[
E_L(p) = \frac{1}{2} \sum_{ij} k_{ij} (\|p_i - p_j\| - l_{ij})^2.
\]

The minimum of \( E_L(p) \) is achieved when \( \nabla E = 0 \). This happens when all the vertices are at their equilibrium states, i.e. when

\[
F_i = \sum_{(i,j) \in E} F_{ij} = \sum_{(i,j) \in E} k_{ij} (r_{ij} - l_{ij}) \frac{p_i - p_j}{r_{ij}} = 0,
\]

for all vertices, where \( r_{ij} = \|p_i - p_j\| \).

Imagine that the vertices of a spring graph are robots, and the edges represent spring force laws defined among them. As in the inverse-power law model, we let the robots calculate the resultant forces.
from all other robots and move in a way to reduce the resultant forces. The robots, with some damping factors, will thus converge to a minimum-energy embedding. If we can design the spring graph such that the minimum-energy embedding is the same as a predefined structure, then we have found a method in controlling the robots to form a predefined structure automatically and distributedly.

However, if the spring graph has more than one minimum-energy embeddings, then we do not know to which embedding the system will converge. Thus it is desirable to design spring graphs that have unique minimum-energy embeddings. A spring graph \( G_L \), i.e. a graph \( G \) with a spring relation defined by \( L \), is rigid in a \( d \)-dimensional Euclidean space if there is a unique embedding (up to translation and rotation) of \( G \) into the space which carries the minimum potential energy. Note that with rigid spring graphs, we do not have to worry about local-minima problem.

The relation between rigidity and graph connectivity discussed in Section 5.3 provides us a way to design rigid spring graphs.

5.3. Graph connectivity and rigidity

A graph \( G \) is \( k \)-connected if there is no subset of \( k \) vertices, which if deleted, disconnects \( G \). [19] studies the relation between graph connectivity and rigidity. One result points out that if a graph \( G \) is \((d + 1)\)-connected, then for almost any spring relation \( L \) (that is except for certain singular spring relations), the spring graph \( G_L \) is rigid, i.e. it has a unique minimum-energy embedding. (Note that the minimum-energy embeddings may differ and depend on specific spring relations for the same graph.) Therefore graph connectivity provides a highly accurate and simple way in designing rigid spring graphs.

Fix an arbitrary subset \( C \subset V \) of \( d + 1 \) vertices and fix an arbitrary embedding of the vertices of \( C \) in \( \mathbb{R}^d \). A \( C \)-embedding of \( G \) is an embedding in \( \mathbb{R}^d \) consistent with the already fixed embedding of \( C \). Let \( G \) be a \((d+1)\)-connected graph and \( G_L \) a rigid spring graph. Let \( C \) be an arbitrary subset of \( d + 1 \) vertices and let \( C \) be embedded. It is further pointed out in [19] that the \( C \)-embedding that carries the minimum potential energy among all \( C \)-embeddings of \( G \) is also unique. We call this \( C \)-embedding with the minimum energy the \( C \)-minimum-energy embedding. It is easy to see that the \( C \)-minimum-energy embeddings depend not only on the spring graphs but also on the choices and embeddings of \( C \). By changing the embeddings of the subset \( C \), we can get different unique \( C \)-minimum-energy embeddings.

As a special case, if a graph \( G \) is 3-connected (4-connected respectively), then almost all of its spring graphs are rigid in 2D (3D respectively). If we choose a subset \( C \) of \( 3 \) (4 respectively) vertices and fix an embedding of \( C \), then we have uniquely determined a \( C \)-minimum-energy embedding in 2D (3D respectively).

Notice that in a \( C \)-minimum-energy embedding, Eq. (3) holds for all vertices not in \( C \). Let \( G \) be a \((d+1)\)-connected graph and let one of its rigid spring graph \( G_L \) represent the spring laws defined among robots (vertices of the graph). We can choose a subset \( C \) of \( d + 1 \) robots as leading robots and let the rest be ordinary robots. The leading robots are controlled by the global controller to a certain embedding. The rest of the robots, whose motions are controlled by the spring laws, will converge to the unique \( C \)-minimum-energy embedding. This sketches the approach of using spring law control to form predefined structures, and the details can be found in Section 5.4.

5.4. Applying spring laws to distributed control

Given a predefined structure in a \( d \)-dimensional Euclidean space, applying spring law control to let the robots form and maintain the structure goes as follows. First, we need to design a \((d+1)\)-connected graph with a proper spring relation, to choose a subset \( C \) of \( d + 1 \) vertices, and to embed \( C \) into the \( d \)-dimensional Euclidean space, such that the \( C \)-minimum-energy embedding is the same as the given structure.

The vertices represent robots, with vertices in \( C \) as leading robots and the rest of the vertices as ordinary robots. A leading robot is controlled explicitly by the global controller, while an ordinary robot's motion is controlled by the spring forces from other robots. An ordinary robot \( i \) stores a table of \((d_{ij}, k_{ij})\), for \((i, j) \in E\). The robot calculates a force using the following expression:

\[
F_i = \sum_{(i, j) \in E} k_{ij}\left(r_{ij} - l_{ij}\right)^{p_i - p_j} / r_{ij},
\]
where $p_i$ and $p_j$ are the positions of robots $i$ and $j$ respectively, and $r_{ij} = \| p_i - p_j \|$. Then as in the inverse-power law model, robot $i$ moves in a way to reduce $F_i$. (Note that there are no physical springs between robots so the motions of the robots are not restricted in any way by springs.) With all ordinary robots operate simultaneously in this way and with the leading robots at the appropriate positions, the system, with some damping factors, is expected to converge to the given structure, which is the same as the $C$-minimum-energy embedding.

Once a structure is formed, to control the robots to move around while maintaining the structure can be done as follows. Let the global controller control the leading robots to move while maintaining their relative positions. When the leading robots move, the structure is deformed and no longer carries the minimum potential energy. The ordinary robots are no longer at their equilibrium states and they will move in order to restore the minimum-energy embedding, which is the predefined structure. When the minimum-energy embedding is restored again, it looks as if the whole robot system moves while maintaining the predefined structure. Note that how fast the system moves can also be controlled by controlling the speed of the leading robots. The structure can also be changed by changing the relative positions of the leading robots. A simple case is to scale the structure by scaling the relative distances between the leading robots. An ordinary robot is allowed the flexibility to overcome local obstacles and to perform tasks. After a deformation, a robot will tend to go back to its correct position in the structure.

In the description given so far, an important step is left out, which is to design the spring graph and to embed a subset of vertices to realize the predefined structure. Here we provide a simple method (not the only or the best way) of doing this. All the springs will have the same force constant, say a real number $k > 0$. Suppose that the distance between robot $i$ and robot $j$ in the given structure is $r_{ij}$, then we can add an edge between $i$ and $j$ designating a spring whose length without compression or extension is $r_{ij}$. We keep on adding edges in this manner until the graph is $(d + 1)$-connected. Note that for a graph to be $(d + 1)$-connected, each vertex of the graph has to have at least $d + 2$ edges. We can choose arbitrarily $d + 1$ vertices as the subset, and let their relative positions be the same as in the predefined structure. It is easy to see that the minimum-energy embedding is the same as the predefined structure, and in fact the potential energy in this embedding is zero.

Usually the regularity of a structure provides some guidelines in how to add edges. For example, if the structure is a lattice in 2D with more than 3 rows and more than 3 columns, we add edges between a robot and its four closest neighbors in the lattice. It can be shown that the resulted graph is 3-connected, and the spring graph is rigid.

If an application does not desire an entirely rigid structure, but flexible ensembles of rigid sub-components, this can be accomplished by combining spring law control and inverse-power law control. Each rigid sub-component can be accomplished by spring law control, where the coordinations of the sub-components can be accomplished by inverse-power law control applied to the leading robots of the sub-components.

An advantage of this spring law approach is that we have an efficiently computable simulation method to guide the design, since a minimum-energy embedding can be computed in polynomial time by solving a linear system of size $n$ by $n$, where $n$ is the number of vertices in the graph. We can use computer simulations to guide in designing the springs between pairs of robots to let them display desired structures, lest to change the structures by changing the positions of a few leading robots.

6. Conclusions

In this paper, we have proposed a distributed method for autonomous multi-robot control, namely, the social potential fields method. It is a very simple and generic method. The force laws have simple forms, yet our simulations have shown that by designing proper force laws, we can let a system of robots display interesting and useful behaviors which may soon have practical applications in industry, military and other areas.

This paper presents the first study, and also a preliminary one, in applying potential fields to distributed robotic control. In drawing conclusions, we raise the following problems for future studies.
6.1. Convergence and local-minima problem

The convergence problem is to determine, for a given initial state and a set of force laws, whether a system of robots will converge and to what behavior it will converge. This is a hard problem in general for dynamic systems with iterative processes. The system may not converge or it may converge to one of many local minima.

We did the computer simulation guarding the castle twice, with exactly the same force laws but with different initial distributions. In one simulation, the robots were initially distributed around the castle. The system converged to a ring around the castle which is the desired behavior. In the second simulation, the robots were initially distributed in a square area far away from the castle. The robots converged to a disc on their way approaching the castle, but not surrounding the castle.

All known potential field methods can introduce many local minima. The local-minima problem has not been solved even in cases much simpler than ours (see [30]). A partial and practical solution to the local-minima problem returns to the global controller. Once the global controller detects a local minimum situation, it can change force laws to help the system escape from the local minimum.

For a given problem, it will be interesting to do a systematic study and to categorize the conditions for convergence, by varying the initial state and the parameters of the force laws.

6.2. Robustness and efficiency

We believe that the social potential fields method is robust in that the method can tolerate errors in sensors and actuators. As a future work, we can test this claim by computer simulations. We can simulate the errors in sensing by adding random perturbations to the positional numbers used in force calculations. The errors in actuators can be simulated by perturbing randomly in the length and direction in which a robot moves. Then we can compare the results of a simulation with errors and one without to study the robustness of this method.

The effect of communication latency on equilibrium behaviors can also be studied by computer simulations. For example, previous instead of current positions of robots can be used in calculating the forces; in this case, each robot has to keep not only one but a series of positions.

We have yet to find appropriate criteria to use in judging the efficiency of our social potential fields method.

6.3. Loss of information

In the distributed control paradigm, each individual applies local rules to the current state of the system. The description of the state can be very complicated (e.g. Reynolds' simulation of birds) and thus the local rules can be very complicated. In our VLSR system, the state of the system is simplified to only the distances. Thus information about the system is lost. Due to this, some behaviors can not be accomplished by social potential methods.

The force laws should be kept simple so they can be manipulated but they should be complex enough to generate behaviors we need.

6.4. Lack of powerful tools for defining force laws

As we have mentioned at the beginning of Section 4, our method for defining force laws is quite restrictive. For example, the method can not compute the density function given a cluster of robots with different force laws defined among them.

Furthermore, our iterative method only deal with static equilibrium situations. This is because the iterative equation is derived from the fact that the resultant force on a single robot is equal to zero in the equilibrium state. But for practical purpose, many equilibrium states are dynamic. For example, in the simulation guarding a castle, the invader and the guards form a dynamic chase-and-run behavior. How to define dynamic equilibrium behaviors and how to define force laws to achieve them need further study.
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